Subject Code: MDS 6304

Subject Name: Deep Learning Principles and Applications

Segment 3: Shallow Neural Network

1. Which one of the following statements is not true about a softmax activation layer in a zero hidden layer neural network architecture?
2. It converts raw scores to probabilities
3. It is fully connected to the dense layer before
4. It is node-wise connected to the dense layer before
5. It has the same number of nodes as the dense layer before

Correct Answer:

1. Which one of the following activation functions does not have the vanishing gradient problem?
2. Sigmoid
3. tanh
4. ReLU
5. Leaky ReLU

Correct Answer:

1. Which one of the following activation functions clips all negative raw scores to zeros?
2. Sigmoid
3. tanh
4. ReLU
5. Leaky ReLU

Correct Answer:

1. Which one of the following activation functions results in mean-centered activated values?
2. Sigmoid
3. tanh
4. ReLU
5. Leaky ReLU

Correct Answer:

1. Suppose we are dealing with a classification problem in which a sample can belong to one of 5 possible output categories labeled from 0 through 4 (Python indexing style). Which one of the following is the correct one-hot encoded representation for a sample with output label 3?
2. [0, 0, 1, 0, 1]
3. [0, 0, 0, 0, 1]
4. [0, 0, 1, 0, 0]
5. [0, 0, 0, 1, 0]

Correct Answer:

1. The CCE loss for a sample with correct probability vector [0, 1, 0] and predicted probability vector [0.75, 0.15, 0.1] is
2. -log(0.75)
3. -log(0.1)
4. -log(0.15)
5. -log(0.85)

Correct Answer:

1. Suppose we apply a softmax classifier for a classification problem with 10 possible output categories. What is the shape of the gradient ![](data:image/gif;base64,R0lGODlhfAATAMQAAP///wAAANzc3HZ2dqqqqlRUVO7u7oiIiMzMzGZmZpiYmLq6ujIyMkRERBAQECIiIq6urgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAB8ABMAAAX+ICCOZGmeonGgbOu+MKm6a1mPQa7vuhADhV/JkFAEhcjWsUUcJkiDwIBArVaXr8MiKSooDA+Dj0sGaGEERSk9MgSwpAPixygHxuYyuR7jk/wAUXgkTzFsZAEGIw16SYcwUyWRKW8mCnMxDYNIiSIEAY1Imj8LcKWEdyVwLg4lClQKjJ4HCmcACFEJAxAJUpEIDXevCQQGCkZbI8cHA8rBjAIOD80irSQBDg0JwZ0j1iTfAG6FIgrJMQ8kuCNHzCNFOGNuQwE1CA5qAAvfBwQiB7JENKBWQNGIdNcMPgiQD4cJUKjwrGohABABBmPmuDEIQABEAKnEfcSRzE3JbgP+jiAYacDBgi8kKsqQVaBSCQccq+X0WIjAORgIAAHBVsDHpxIBkoWchxTP0m4jBCgYqc9liaBDAExFWCJM15xDFU1kwjUqgZoGjl5TKg+iU6cGN4oQUGAAAo8lBDQImKKsiJWpCAwKV80ETyolFgRI0EtoYWV4iHnkuNLgU0UNQ4KM2w3fXFCY8jC48ZjEQn8ARnkzQbiLTRIEVtQM/YejAnJ2A1EDkOCG5lSZ27ZV5AbTJ2MiCrX8ySBnzUKVo/LtOP0z6pgCPjW0cb3Wq1fKaE1C0KtAjbOXbpVfQP4N+5oF5tw2J+BAggUHFs655yCBwX4jKBZAAwUwkAMJx7hVsp06KHjEyG4xjRXKhBRJaEIDYGGIBAM4AeCYQGBRKCILGr5AV14WnnBAAAwk8MCHHZEz4ownCCAjC/6VkCON+lzH4489upAegrTRuAmQRrpw5CAhAAA7)?
2. 11 x 11
3. 10 x 10
4. 9 x 9
5. 10 x 11

Correct Answer:

1. Suppose we use a single hidden layer neural network for a classification problem with 10 features per sample. If there are 6 nodes in the dense layer of the hidden layer, what is the shape of the weights matrix ![](data:image/gif;base64,R0lGODlhIwAQALMAAP///wAAAIiIiDIyMiIiIu7u7nZ2dpiYmFRUVERERLq6utzc3BAQEMzMzGZmZqqqqiH5BAEAAAAALAAAAAAjABAAAASrEMhJq5XCLVBeksdwjaQwPY+IkWxlTosKmMIQBMRQFANxDwaQjYBYwWQvgO8zUdw2FNmMEpskBbcChREIThpFKxU5KdwO5RuD4lBQkoCqUZIIyA6Om1sincIIYidPfEoBYQpegQCIDAcbcABcQQtFWAESCFCKFpB5awZuZgFofX4XkA16MnUDB2guGhYhFj4EiQ83BFotLZaaADdhvCxmfXkPw7wJr19ryRURADs=) if we ignore the bias feature?
2. 6 x 10
3. 6 x 11
4. 10 x 6
5. 11 x 6

Correct Answer:

1. What is the shape of the gradient ![](data:image/gif;base64,R0lGODlhTQATALMAAP///wAAANzc3HZ2dqqqqlRUVO7u7oiIiMzMzGZmZpiYmLq6ujIyMkRERBAQECIiIiH5BAEAAAAALAAAAABNABMAAAT+EMhJq73YHMz73VQgjuQoeF0hHYz4MIbBPCIzSEr7qJ6RUIPAgEAsFnmoz4JCa1AWohOFkZQQFBNDAFk5IKoXKuUgMlAcQgqCixJLgtLKD1y5VrQBrATvoCSWYENZWxYKX3QUDXETDQFuCgkigABuVQtckYsAbIh9FgRRElQ0PAs3KzQBG1AOMGcUWnM4k4gSDxhoNwIqZAESBZqNWDJmFb5+AXFcOQENCAYFAQ6nBQ5IApXIfQNLeFjZtgEEDJoSDsUSAgFzBLQAULI0xdBq4BIIkm6NDAp6d2gEMDxA9yuAGU4AHHhKqGoFLQO3BAZ4cAoAqIkEE2G8sHCCugSDRC4ECUiATEQnFTp2CTVBBEIACRSAsqey4Et1TlREQ4Cg4gRXF7RkixTQwoBTQWSlQ1lBXdEwAda8W5eg3IGnFhr4u1dzQJM3Nfz1w3AIgwJpgBQypbCrllsADTKCkTZhJIa4b+m0fZsABAABNT0qzeshgVzCHRZgRXzBEGO9jzksigAAOw==) for a 5 x 10-matrix ![](data:image/gif;base64,R0lGODlhFQANALMAAP///wAAAIiIiDIyMiIiIu7u7nZ2dpiYmFRUVERERLq6utzc3BAQEMzMzGZmZqqqqiH5BAEAAAAALAAAAAAVAA0AAARpUIwQyChlEDoMAMdEIN+WfJ9CLeg3tAJVtEzgoQ2JFtSxU4yWQ9ECJAKvz8FBIbqKgMfqudEpbsWaZ0GKBT4IFpQZNBB5AV8S2miuj4ODD1qqYKWVGR3gFX8oOns8ax9MD3soCXM4QUURADs=) and a 10-vector ![](data:image/gif;base64,R0lGODlhCwAIALMAAP///wAAAIiIiCIiIrq6uhAQEDIyMu7u7kRERJiYmKqqqtzc3GZmZnZ2dgAAAAAAACH5BAEAAAAALAAAAAALAAgAAAQrUIwQBCChmAMACglwbF05KcZSlkcRKOv6DVzMJEpgxE3TNQHGb4L4UQyJCAA7)?
2. 5 x 10 x10
3. 10 x 5 x 10
4. 5 x 10
5. 10 x 10 x 5

Correct Answer:

1. Which one of the following is not a hyperparameter for a neural network?
2. Weights
3. Learning rate
4. Regularization strength
5. Number of nodes in the hidden layer

Correct Answer: